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Introduction 
Water shapes the patterns of human settlement, 
animal migration and vegetation growth and 
coverage around the world. Access to clean 
water is crucial for a healthier life. Not only do 
plants need water to thrive, but plants that live 
underwater need high-quality water to survive 
and reproduce.

Unfortunately, human activities have 
degraded the integrity and cleanliness of water 
sources. The contaminated water from polluting 
industries runs directly into the rivers without 
any treatment before being released into 
rivers (Kiran Relangi et al., 2019). The use of 
insecticides and so on in fertilisers dissolves 
into the soil, which eventually mixes with 
groundwater and pollutes it. The extra chemicals 
from the farm are also discharged directly into 
the drain, which eventually reaches the rivers. 

Additionally, waste disposal of food and sewage 
found in sewage from untreated residential areas 
adds to the pollution of the river from faulty 
drainage systems.

Without adequate controls and management 
systems, water pollution will worsen every 
year. Therefore, research on this subject is of 
great interest and importance. Each river must 
have a mechanism to monitor its water quality. 
According to the recommendations given in 
the Water Quality Index (WQI), the difficulty 
of getting acceptable water quality levels 
encompass several items in the water itself. 
Among the factors involved are pH levels, 
turbidity, dissolved oxygen, biochemical oxygen 
demand, chemical oxygen demand, solids, 
algae, temperature and others (Cantor, 2019). 

However, testing and ascertaining the 
value of some of these parameters takes time. 
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It is because some of them must go through a 
series of chemical laboratory methods. Also, the 
changing water conditions due to the weather 
and the environment can have an affect on the 
readings (Wei et al., 2019). The difficulty in 
estimating the rate of system change is closely 
tied to the diversity of parameter elements and 
feedback from closed-chain systems. All of 
these contribute non-linear behavioural features 
to the data produced and make it dynamic and 
complex to interpret (Pasini, 2015).

The implementation of a robust river water 
quality prediction system utilising historical 
samples and reading methodologies as control 
for this problem has become the main emphasis 
of this paper. One of the latest technologies in 
computing systems capable of doing complicated 
data processing is termed “deep learning.” It 
is one of the branches of a machine learning 
system and is a technique used in computer 
systems to substitute human thinking techniques 
by learning from examples (Najafabadi et al., 
2015). This long-standing technology provides 
the secret to the sophistication of today’s 
automated systems, specifically artificial neural 
networks (ANN). Over the last decade, several 
academics have employed ANN to predict and 
evaluate the water quality in rivers all over the 
world. 

This method can enhance the accuracy and 
reliability of the predictions made by the ANN 

system. Using ANN approaches can help save 
time in decision-making based on the value of 
measurements made several years ago (Chen et 
al., 2020).

Artificial Neural Network
The ANN is a model for data processing that 
mirrors the processing method used by a 
biological nervous system, such as the brain. In 
other words, the ANN operates in parallel with 
the human brain at all times, processing non-
linear correlations between inputs and outputs 
(Seo et al., 2016). Additionally, this technology 
is capable of processing huge amounts of data, 
which can only be processed by a computer.

What is an Artificial Neural Network?
The fundamental notion of an ANN is based on 
a biological brain’s neural network and system, 
which is known to be capable of digesting large 
amounts of data to develop new information. 
The human neural network is depicted in Figure 
1.

Neurons are made up of billions of nerve 
cells and are a component of the human brain. 
According to Figure 1, neurons communicate 
with hundreds of other cells via axons. Dendrites 
get signals from a variety of sensory organs. 
The soma or body of the neuron is related to the 
dendrites (Grbatinić et al., 2015). 

Figure 1: Biological neuron, axons and dendrites in human (Mahanta, 2017)
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Dendrites generate electrical impulses that 
are carried by neural networks. For each of these 
distinct functions, neurons communicate with 
another neuron that handles the data. Each axon 
will form a unique neuron network junction. 
Synapses connect the axon to other neuron 
junctions. 

Thus, the axon’s output signal can penetrate 
neighbouring neurons. Other neurons will follow 
suit and the process will be repeated millions of 
times (M. Islam et al., 2019).

ANN seeks to emulate how humans think 
and act. There are several main advantages of 
this, as the ANN system is capable of handling 
difficult data processing and learning to provide 
output data that is not just susceptible to the 
input data provided (Abiodun et al., 2018). 
Additionally, it does not use data storage-based 
strategies. Still, it uses the network system itself 
to prevent data inaccuracy in the event of data 
loss during processing. With the ability to learn 
from examples, the ANN system can receive 
data on current occurrences or real-time events 
(Abiodun et al., 2018).

Each of these neurons or nodes is a 
processor that acts on its own. For ANNs to 
process massive amounts of data, it needs to 
have a large number of neurons that enable all 

the processors representing neurons to work in 
parallel and simultaneously. Figure 2 depicts 
the mathematical model of a single-layer neural 
network called a perceptron.

According to Figure 2, x1, x2 till xm are 
the network’s variable inputs, which come 
from a variety of sources. Each of the inputs 
is multiplied with the connection weights, 1,2 
until m or biologically, the synapses. These 
values indicate the strength of specific nodes 
or neutrons. A bias function, b is introduced to 
allow the activation function to change direction. 
The activation function determines whether to 
activate the neuron by calculating the sum and 
bias functions. 

It will introduce a nonlinearity value into 
the output of neurons, as illustrated in Equation 
1.

When additional layers of a neural network 
are used, the system gets more sophisticated. 
Figure 3 depicts a feedforward multi-layer 
neural network, also known as a multi-layer 
perceptron (Vieira et al., 2017) which has four 
layers in this case. 

The first layer is composed of data received 
from the outside world, i.e., sensor readings. The 
second and third layers are the hidden or unseen 
neurons. These neurons are in charge of the 

Figure 2: Mathematical model of a single-layer neural network (De Oliveira et al., 2017)

 (1)
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network’s internal operations, such as extracting 
the examined patterns for the system. The final 
layer is the output layer from the preceding 
neuro network stage (da Silva et al., 2016). 

The more hidden layers in a multi-layer 
neural network, the more intricate it becomes. 
However, as the network complexity increases, 
it delivers more accurate and reliable output.

ANN Basic Architecture
Each artificial neural network architecture has its 
advantages and disadvantages. The complexity 
of the design depends on the interconnections 
between the nodes, their positioning and the 
composition of the layer.

Feedforward Neural Network
The feedforward architecture is the simplest 

type of neural network, with only one hidden 
layer for data processing, as seen in Figure 4. 
All signal streams flow in the same direction and 
terminate at the network’s output (Hebert et al., 
2014). Each perceptron on a layer is connected 
to a perceptron on the following layer. There are 
no connections established between perceptrons 
in the same layer. As a result, the signal flow is 
forward or “feedforward”.

However, due to the large amount of data that 
must be processed, the majority of feedforward 
neural network systems feature more than one 
hidden layer (Bebis, G., & Georgiopoulos, 
1994) enabling the simultaneous processing of 
larger amounts of data. This type of network is 
referred to as a multi-layer feedforward neural 
network.

R is the number of inputs, N is the number 
of hidden layers and S is the number of outputs 
as shown in Figure 1. The network’s input vector 

Figure 3: Multi-layer perceptron example (Vieira et al., 2017)

Figure 4: Feedforward neural network (FFNN) with three layers (V. T. Le et al., 2019) 
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is set to x. In the assessment of water quality, 
measuring factors such as pH, TE, COD, DO, 
turbidity and others can be used (Rahmanian et 
al., 2015). The input weight is iw and the hidden 
weight is hw. The bias vectors are denoted by the 
letters hb and ob. The output of the hidden layer 
comes from ho. Through y, the network output 
vector is obtained. The input part of the network 
is represented by the following equations:

 

The output port of the network can be 
defined using the following equations: 

	

Backpropagation is the typical approach 
for ANN training. This algorithm is used to 
determine ideal weights by fine-tuning them in 
response to the preceding iteration’s error rate. 
The network replicates the error derivatives and 
updates the weights accordingly. 

The backpropagation algorithm’s purpose 
is to construct a multilayer feedforward neural 
network (FFNN) learning algorithm that can 
be trained to implicitly capture the mapping 
and obtain a gradient of descent. Training 
sample data usually makes use of a few simple 
procedures. The training set is generated using 

a backpropagation technique. The sample of 
the input-output iteration is validated using the 
backpropagation process’ performance. This is 
referred to as the validation set. 

When the validation set’s performance 
begins to deteriorate, the iteration process is 
terminated. The test data is new data that is 
completely unknown to the network and is used to 
determine the FFNN model’s actual performance 
(Pasini, 2015). The FFNN processes signals move 
in a single direction and do not incorporate time 
dynamics. Multi-level FFNNs can learn more 
quickly with less output and with fewer weights 
(Malinowski et al., 1995). 

This requires increasing the number of 
learning cycles and requiring a high level of 
training accuracy. This makes the network 
sensitive to weight changes, resulting in 
convergence issues.

Recurrent Neural Network
Recurrent neural network (RNN)-based systems 
which are depicted in Figure 5, differ from 
feedforward because of their temporal dimension. 
It often reflects on the past and its decision-
making depends on what it has learned before. 

In an RNN, each output signal from the 
perceptron is fed back to the hidden layer of the 
perceptron (Katte, 2018). Recurrent means that 
the current output will re-enter as an input for 
future entries. In each successive element, the 

 (2)

 (3)

Figure 5: Recurrent neural network (RNN) architecture
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system not only takes into account the new input 
but also remembers the value of the last element 
(Sherstinsky, 2020). The unfolded recurring input 
of the RNN is shown in Figure 6. The input is 
from x and the output is from y through the 
hidden layer h. 

The loop uses Whh and allows information 
to be passed through one network step to another 
stage. It is noted that the system has serial entries 
for each perceptron. The input is connected to a 
hidden layer by Wxh. 

From the hidden layer, Why is the output 
connection. Whh the weights of the connection 
are between the hidden layers. Xt represents 
the current input state while Xt-1 and Xt+1, 
respectively, represent the input values before 
and after Xt. Yt represents the current input state; 
Yt-1 and Yt+1 represent the input values before 
and after Yt, respectively. RNNs can be used 
to create multiple output vectors from multiple 
input vectors. 

As with a typical neural network, the output 
is affected not only by the weight assigned to 
the input, but also by the “hidden” state vector 
representing the previous input or output state. 
As a result, the same input might yield a variety 
of distinct outputs depending on the previous 
series’ input value.

The input and hidden layer of the network is 
expressed through the equations below:

To compute the output part of the network 
can be defined using the following equations:

 (4)

 (5)

Figure 6: Representation of RNN both in folded and unfolded forms (T. Le et al., 2016)

The RNN is an ANN model that has 
been specifically built to deal with long-term 
dependencies. In actuality, even when the 
parameters are precisely chosen by humans, 
RNNs are unable to learn them well. This is 
referred to as the gradient of vanishing values 
(Das & Saha, 2019). 

The RNN optimises the weights using the 
gradient technique. Gradients become reduced 
as the network descends to the lower layer. The 
gradients will remain constant and will have no 
information. This modification influences the 
network’s output. 

The lack of a difference in the output 
indicates that the RNN is facing a vanishing 
gradient, which is not a desirable situation.

The Taxonomy of the ANN
Numerous models of artificial neural networks 
have been developed to date. Figure 7 depicts an 
artificial neural network’s taxonomy. Numerous 
data types can be processed using the appropriate 
network and training methodologies. These 
networks can be divided into analogue and 
digital data processing networks. The algorithms 
for training distinguish between supervised and 
unsupervised methods. The supervised training 
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methods govern the relationship between the 
ANN model’s input and output utilising the 
training output values.

Unsupervised algorithms attempt to deduce 
the structure of the data from the data itself. As 
a result, the supervised method is better suited 
for function and classification approximation, 
while the unsupervised method is best suited for 
grouping tasks. 

Feedforward and recurrent neural networks 
are both examples of supervised learning 
techniques. As was shown, the feedforward 
neural network evolves both the Single Hidden 
Layer Feedforward Neural Network (SLFN) and 
the Multi-layer Perception Feedforward Neural 
Network (MLPNN). There are approaches such 
as Wavelet Neural Networks (WNN) and Extreme 
Learning Machines (ELM) that are inspired by 
the SLFN (ELM).

Along with the SLFN and MLPNN 
techniques, it developed the Radial Function 
Neural Network (RBFNN) and Probabilistic 
Neural Network (PNN) methodologies. It also 
inspired four further techniques, including the 
Convolutional Neural Network (CNN), the 
Long Short-Term Memory (LSTM), the Elman 
Neural Network (ENN) and the Nonlinear 

Autoregressive Exogenous Neural Network 
(NARX).

Water Quality Prediction Using ANN
The ANN is advantageous for managing the 
vast number of inputs required for water 
quality predictions, which must be flexible 
in response to changes in the river stream, 
weather and other variables (Chen et al., 2019). 
Additionally, it enhances the reliability and 
evaluation capabilities of the water parameter 
when compared with the usual approach. It is 
a significant advantage in terms of resolving 
the previous model’s lack of adaptability and 
efficiency (Chen et al., 2019). It is hypothesized 
that applying a non-linear ANN technique will 
provide an alternative to the forecasting method 
for water quality.

Khadijah Sulaiman et al. (2019) employed 
ANN to classify the water quality. They 
employed a basic feedforward neural network 
to classify the water quality in the Straits of 
Malacca, Peninsular Malaysia, specifically at 
the Pontian River, Batu Pahat River and Muar 
River, based on pattern recognition. Numerous 
environmental parameters including pH, total 
suspended solids (TSS), dissolved oxygen (DO), 

Figure 7: The taxonomy of artificial neural networks (Zhang & Fleyeh, 2019)
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chemical oxygen demand (COD), biological 
oxygen demand (BOD) and ammonia were 
collected. The study collected 100 data points, 
of which 80% was training data and 20% were 
validation data.

Six factors were employed as inputs and 
five outputs correspond to the five different 
water quality classifications. The classification 
accuracy and root mean square error (RMSE) 
percentages reported in Table 1 are used to 
calculate the ANN’s performance.

20 experiments are given in Table 1 and 
the ANN accurately assessed the water quality 
around 16 times, resulting in an accuracy of 
about 80%. This demonstrates that ANN is a 
good technique to integrate into a water quality 
management system.

Archana Sarkara and Prashant Pandey 
(2015), construct a feedforward neural network 
as well, but with a more complex multi-layer 
model based on three-layer networks. The 
error backpropagation method is included 
to maximise system efficiency and accuracy 
(Salami et al., 2016). 

The RMSE, correlation coefficient (R) and 
determination coefficient (DC) were utilised to 
evaluate the statistical performance of the ANN 
training in the Yamuna River, India’s greatest 
tributary to the Ganges. The data collection 
technique entails 72 distinct measurement 
patterns for the flow discharge, transit length, 
temperature, pH, electrical conductivity (EC), 
BOD and DO. 67% of the data sets were 

utilised for training 33% were used for testing. 
The findings of the testing are summarised in 
Table 2.

According to Table 2, ANN-I is a data set 
that contains data from upstream, central and 
downstream stations on the Yamuna River. On 
the other hand, ANN-II includes data from both 
upstream and downstream stations, whereas 
ANN-III only includes data from upstream 
stations. The ANN-II performs the best in terms 
of training and testing values.

The ANN-I model has an excessive number 
of inputs, which adds complexity to the model 
and may result in overfitting the training data 
(Sarkar & Pandey, 2015). ANN-III requires 
fewer inputs, which results in poorer overall 
performance because of a lack of information 
to define how physical processes work. 
Simultaneously, ANN-II achieves optimal 
performance as a result of sufficient input that 
explains the underlying physical process in 
detail.

Senlin Zhu and Salim Heddam compared 
ELM and MLPNN models at the Three Gorges 
Reservoir in China (Zhu & Heddam, 2020). A 
forecast of the DO value is compared between 
various ANN models. In comparison to MLPNN, 
ELM models with one or more layers of hidden 
nodes do not require tweaking because of their 
random generation.

The weight used to connect the input to the 
concealed node is the unlearned free parameter 
(Albadr & Tiun, 2017). These concealed nodes 

Table 1: Overall results of the testing using ANN

Number of Records Number of Correctly 
Classified Accuracy Percentage

20 16 80.0%

Table 2: Comparative performance of three ANN models

ANN Model
Training (Calibration) Testing (Validation)

RMSE R DC RMSE R DC
ANN-I 2.89 .879 .726 3.05 .794 .519
ANN-II 1.71 .907 .822 1.52 .928 .856
ANN-III 2.35 .852 .722 6.91 .654 .283
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may be assigned randomly and never updated or 
they may be inherited in their entirety from their 
forefathers and mothers. A hidden node’s output 
weight is often learned in a single step, which is 
comparable to the sum of the steps required to 
learn a linear model. 

The root RMSE, mean absolute error 
(MAE), R and Willmott index of agreement 
were used to measure the models’ correctness. 
The trials took place on the Wubu River, the 
Yipin River, the Huaxi River and a tributary of 
the Huaxi River. Daily water parameters such as 
temperature (TE), pH, permanganate index (PI), 
ammonia nitrogen (NH3-N), EC, COD, DO, 
total nitrogen (TN) and total phosphorus (TP) 
are measured. 

Approximately 70% of the data is used for 
training whereas 30% is used for validation. 
Based on the connections between water 
quality measurements and DO, the author 
integrated and assessed nine possibilities as 
stated in Table 3. 

The Wubu River has the most accuracy 
when the MLPNN4 is employed while the 
ELM1 is more accurate. MLPNN6 outperformed 
ELM6 in terms of accuracy for the Yipin River. 
When ELM2 and MLPNN2 are utilised, Huaxi 
River achieves the highest accuracy. MLPNN8 
is more accurate than ELM6 for the tributary 
of the Huaxi River. In some combinations, 
MLPNN outperforms ELM and vice versa. 

Although the models used identical input 
variables for the four rivers, the noteworthy 
difference is the magnitude of the effect of 
each independent water quality variable on DO 
concentrations. 

The test findings reveal that when ELM and 
MLPNN models are used, the system performs 
well in some rivers but not so well in others 
because it takes anthropogenic influences into 
account, the ELM and MLPNN are suitable 
for estimating DO in low-impact rivers and for 
struggling in heavily contaminated rivers.

In Vietnam, Thang et al. (2019) published 
research on spatial and temporal monitoring of 
water quality using RBFNN. Other techniques 
include decision trees (DT), multilayer 
perceptron (MLP) networks, Naive Bayes and 
support vector machines (SVM). 

The test was done in the Vietnamese 
province of Thuan at the Song Quao-Ca Giang 
(SQ-CG) water system. The RBFNN structure 
used was a generalisation of the FFNN structure, 
which consists of a single hidden layer and 
locally tuned units that are fully connected to 
an output layer of linear units at a predefined 
number of degrees (Ahmed, 2017). The hidden 
layer in RBFNN stimulates the function using 
a radial basis function derived from the local 
response. It has several advantageous qualities, 
including a simple construction, fast training 
speed and an optimal initial weight dependency 
(Chen et al., 2019). 

Table 3: The input combinations for MLPNN and ELM models

MLPNN ELM Inputs Combinations
MLPNN1 ELM1 TE, pH, PI, EC, TP, NH3-N, TN, COD
MLPNN2 ELM2 TE, EC, TP, NH3-N, TN
MLPNN3 ELM3 pH, PI, EC, NH3-N, TN
MLPNN4 ELM4 TE, pH, EC, TP, NH3-N
MLPNN5 ELM5 EC, TP, NH3-N, TN
MLPNN6 ELM6 TE, PI, EC, NH3-N
MLPNN7 ELM7 TE, PI, EC, TP
MLPNN8 ELM8 TE, EC, TP
MLPNN9 ELM9 TE, PI, EC
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This paper considered numerous critical 
parameters, including the pH levels, total 
suspended solids (TSS), DO, COD, BOD, 
ammonium (N-NH4+), nitrite (N-NO2-), nitrate 
(N-NO3-), phosphorous (P-PO43-), TN, TP 
and Fecal Coliform (FC). Additionally, they are 
evaluating the water for the presence of heavy 
metals. A total of 258 samples were analysed 
from six locations. 

The performance of models was assessed 
using a range of performance metrics, including 
the percentage of correct and incorrect 
classifications, the MAE, the RMSE, the 
relative absolute error (RAE), the root relative 
squared error (RRSE) and the confusion matrix. 
The outcome of the research is given in Tables 
4 and 5. 

As shown in Table 4, RBFNN has the 
highest accuracy for the spatial test while Table 
5 reveals that RBFNN results are somewhat 
better for the temporal test than the other models, 
save for the SVM model. The cumulative effect 
reveals that the RBFNN model outperforms the 
MLPNN model and may be used to assess water 
quality.

Probabilistic Neural Networks (PNNs) 
are a subclass of ANNs that are often used for 
classification. PPN is a four-layer feedforward 

neural network architecture. Input, hidden 
pattern, summation and output are the layers. 
PNN is a Bayesian classification algorithm that 
has a high probability of accurately classifying a 
sample (Chandrasekara et al., 2019). 

By making use of PNNs, the necessity 
for a large dataset during the learning step is 
eliminated (Yasin et al., 2018). Due to these 
advantages, training a PNN is rather quick and 
no learning technique or specified convergence 
criteria are required (R. Islam et al., 2016). 
Donya Dezfooli et al. (2018) used PNN to 
classify the Karoon River’s water quality. The 
objectives were to decrease parameter sampling 
and to allow for rapid classification of water 
quality. 

The author employed nine criteria to 
determine the quality of the water: BOD, DO, 
FC, N-NO2, pH, TE, TS, TP and turbidity. As 
an input and reference, a set of 172 samples and 
classes from the National Sanitation Foundation 
Water Quality Index (NSFWQI) is used as 
input and reference. Two more approaches were 
chosen for output comparison: The SVM and 
the K-nearest neighbour (KNN) model. 

Around 75% of the datasets were used for 
calibration and another 25% for testing. The 
performance of any model is determined by its 

Table 4: The percentage of accurate and inaccurate classification for spatial variation

Model Correctly Classified 
Samples

Incorrectly 
Classified Samples

DT(J48) 221 (85.66%) 37 (14.34%)
MLP 217 (84.11%) 41 (15.89%)

Naïve Bayes 206 (79.84%) 52 (20.16%)
RBF 224 (86.82%) 34 (13.18%)
SVM 199 (77.13%) 59 (22.87%)

Table 5: The percentage of accurate and inaccurate classification for temporal variation

Model Correctly Classified 
Samples

Incorrectly 
Classified Samples

MLP 244 (94.57%) 14 (5.43%)
Naïve Bayes 244 (94.57%) 14 (5.43%)

RBF 243 (94.19%) 15 (5.81%)
SVM 198 (76.74%) 60 (23.25%)
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error rate (ER), error value (EV) and accuracy as 
demonstrated in Figure 8. 

As illustrated in Figure 8, the PNN model 
yields the greatest results when calibrating and 
testing the data. PNN achieved a calibration 
accuracy of 94.57% and a testing accuracy of 
90.70% by utilising only three water quality 
measures. This demonstrates that PNN has 
successfully reduced the cost of sampling while 
increasing the speed of processing for water 
quality classification.

Nur Suhailayani Suhaimi et al. (2020) 
used Wavelet Neural Networks (WNN) to 
analyse water quality data from Lake Chini 
in Pahang, Malaysia. WNN is a combination 
of mathematical analysis and artificial 
neural networks (Q. Yang et al., 2017). It is a 
feedforward neural network with a single hidden 
layer that uses wavelets as its hidden neurons’ 
activation functions (Harkouss, 2010). 

The technique was created for 
multiresolution signal processing applications 
such as computer vision, sub band coding, 
speech and image compression (Teo et al., 
2001). Between 2011 and 2015, data collection 
took place at seven stations in Lake Chini. 
Researchers measured pH, TE, Optical 
Dissolved Oxygen (ODO), TDS, turbidity and 
conductivity. The data set is divided into 70% 
for training and 30% for testing purposes. 

To assess the model’s performance, it was 
compared with a linear artificial neural network 

and a product-unit neural network (PUNN). 
Table 6 summarises the investigation’s findings.

In Table 6, TT denotes the time in seconds 
required to complete the sequence. The RMSE 
is a technique for determining the validity of a 
model. 

True Positives (TP) are classified correctly, 
whereas False Positives (FP) are classified 
incorrectly. Due to the complexity of the WNN 
formula, classifying the quality of the water took 
longer. Despite this, WNN has a higher accuracy 
prediction than other models. According to 
the RMSE analysis, PUNN delivers the best 
performance model in the quickest amount of 
time with the least amount of error. By and large, 
WNN is the best predictor for water quality 
categorisation due to its increased accuracy.

Takahiro Oga et al. (2019) used 
Convolutional Neural Networks (CNN) 
to investigate an estimation approach for 
determining the quality of river water. The 
estimation is done visually, using the river’s 
colour to determine if it was muddy or clear. The 
author proposed a new data set and compared it 
to previously published CNN algorithms such as 
AlexNet, NIN, GoogleLeNet, VGGNet, ResNet, 
WideResNet and ResNeXt. 

The planned data collection is divided into 
two categories: “muddy” which refers to blue or 
green-coloured water and “clear” which refers 
to brown-coloured water. 400 photographs have 
been reserved for training purposes while 

Figure 8: PNN, SVM and KNN models in terms of water quality classification and minimal parameters used 
(Dezfooli et al., 2018)
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50 shots have been reserved for validation 
purposes. The result is summarised in Table 7.

According to Table 7, “Prop.” refers to 
the proposed data set that includes unique pre-
processing data via CNN whereas “Only CNNs” 
refers to the proposed data set that does not 
include any further models other than CNN. 

All of the results comparing the suggested 
data to only CNNs and other CNN-based models 

indicate that the proposed model predicts river 
water quality more accurately on average.

A Long Short Term Neural Network 
(LSTM) is a subtype of a recurrent neural 
network (RNN). What differentiates LSTM 
from RNN is the presence of feedback 
connections in LSTM, whereas RNN does 
not. The LSTM structure enables the model 
to remember and decide when to forget a state 
under any time limit (Fan et al., 2020). 

Table 6: Prediction results for ANN vs WANN vs PUNN

Data Set 
(Year) Algorithm TT 

(s) RMSE TP 
(%)

FP 
(%)

Accuracy 
(%)

2011 ANN 3.2 175.4 68.3 31.7 68.3
WANN 5.6 93.1 89.4 10.6 89.4
PUNN 1.8 107.2 71.8 28.2 71.8

2012 ANN 0.2 67.3 49.8 50.2 49.8
WANN 0.6 52.1 59.2 40.8 59.2
PUNN 0.1 69.5 66.3 33.7 66.3

2013 ANN 4.9 137.7 63.7 36.3 63.7
WANN 6.2 175.7 65.9 34.1 65.9
PUNN 4.8 126.5 61.4 38.6 61.4

2014 ANN 4.3 92.1 78.2 21.8 78.2
WANN 4.9 77.2 84.9 15.1 84.9
PUNN 3.7 103.6 71.4 28.6 71.4

2015 ANN 3.5 141.8 65.8 34.2 65.8
WANN 6.4 79.4 77.3 22.7 77.3
PUNN 2.8 192.6 63.4 36.6 63.4

Table 7: Test accuracy using data set (%)

Prop. Only CNNs Difference
AlexNet 88.0 71.0 +17.0

NIN 92.0 84.0 +12.0
GoogLeNet 91.0 86.0 +5.0

VGGNet 93.0 85.0 +8.0
ResNet20 91.0 82.0 +9.0
ResNet50 95.0 84.0 +11.0
ResNet101 93.0 70.0 +23.0

WideResNet 92.0 84.0 +8.0
ResNeXt 94.0 84.0 +10.00
Average 92.1 82.2 +9.9
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This is done by utilising custom-designed 
gates and memory cells. The LSTM’s long-
term memory qualities make it excellent for 
time series data processing, classification and 
forecasting (Li et al., 2018). Hu et al. (2019) 
employed the LSTM to forecast pH and water 
temperature in their smart mariculture project. 

Environmental changes such as pH and TE 
will affect the farmed fish in that experiment. 
It is vital to have precise data prediction 
capabilities to expedite the implementation of 
future countermeasures. The data was collected 
in Hainan Province, China at the Xincun Town 
mariculture centre. Pre-processing techniques 
are used to repair, rectify and de-noise water 
quality data that has been contaminated by the 
environment and equipment employed (Apaydin 
et al., 2020). 

Linear interpolation, smoothing and 
moving average filtering techniques were 
used to accomplish this. Pearson’s correlation 
coefficient is used to determine the relationship 
between pH, water temperature and other 
indicators of water quality. 

Using all of this data, an LSTM-based 
water quality prediction model is created. The 
LSTM was fed 610 pre-processed samples as 
input. Table 8 contains the prediction model 
parameters for TE and pH. The anticipated 
value is compared to the RNN architecture. 
As indicated in Table 9, the MAE, RMSE 
and MAPE were used to evaluate the model’s 
performance.

According to Table 9, the prediction 
error rate for water quality parameters is less 
when the RMSE is close to zero (Alsumaiei, 

Table 8: Prediction setting for temperature and pH

Item Temperature Model pH Model
Input data dimension 5 4

Output data dimension 1 1
Number of hidden layers 15 15

Time step 20 20
Learning rate 0.0005 0.0005

Times of training 10,000 10,000

Table 9: Records of MAE, RMSE and MAPE in long-term prediction

Training Times
500 1,000

MAE

Temperature
(oC)

LSTM 0.0421 0.0312
RNN 0.0439 0.0424

pH
LSTM 0.0042 0.0325
RNN 0.0325 0.0052

RMSE

Temperature
(oC)

LSTM 0.0519 0.0457
RNN 0.5340 0.1451

pH
LSTM 0.6236 0.3108
RNN 1.0875 0.3254

MAPE

Temperature
(oC)

LSTM 0.085 0.052
RNN 0.078 0.065

pH
LSTM 0.0092 0.0068
RNN 0.0102 0.0073
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2020). The prediction results for pH and 
water TE demonstrate that the LSTM model 
performs better than the RNN model in terms 
of prediction accuracy and takes less time. The 
proposed technique has a short-term prediction 
accuracy of 98.56% for pH and 98.97% for 
water temperature and long-term prediction 
accuracy of 95.76% for pH and 96.88% for 
water temperature.

Another model that is based on RNNs is the 
Elman Neural Network (ENN). The ENN model 
preserves the properties of a conventional RNN 
model but incorporates inputs from the hidden 
layer to generate a new layer called the context 
layer (Xu & Zhang, 2019). 

In this manner, the context layer acts as 
a link between the hidden and input levels 
in terms of feedback. Four levels have been 
added to ENN: An input layer, a hidden layer, 
an output layer and a context layer. The context 
layer is unusual in that it is capable of retaining 
data from past iterations and using it as input 
for the current iteration (Network, 2019). In a 
comparison with other models, ENN is better 
suited to forecasting time series data. Liu et al. 
(2012) used the ENN model to forecast the DO 
concentration of Hyriopsis cumingii ponds. 

Solar radiation (SR), temperature, wind 
speed (WS), pH and DO were all used in their 
investigation. The study collected 816 samples 
from Singapore’s coastal waterways. All the data 
was standardised prior to training to increase 
training speed and accuracy. The RMSE, 
the MAE, the Nash-Sutcliffe coefficient of 
efficiency and R were used to evaluate the data 
performance. The findings of this investigation 
are summarised in Table 10.

In Table 10, a value of zero indicates that 
the observed mean is an excellent predictor 

and a good model; a value of one means that 
the predictor and model are a perfect fit and a 
value of -1 means that the predictor outperforms 
the model. Despite the limited sample size, the 
ENN reveals a moderate correlation between 
measured and anticipated values. The ANN 
model has tremendous potential as a forecasting 
tool and its prediction capability has been 
demonstrated to be faster than that of a process-
based model with few inputs.

The RNN family also includes the 
Nonlinear Autoregressive Exogenous Neural 
Network (NARX) architecture. Kazemi et al. 
(2018) released a paper in which they used this 
model to estimate turbidity in a water distribution 
trunk in the United Kingdom. Time series 
analysis and modelling statistical technique that 
combines an ANN with an autoregressive model 
with an exogenous (ARX) input (Alsumaiei, 
2020). 

This enables the capture of non-linear 
behaviour in an autoregressive time series. 
NARX is a special case of an RNN in that 
it models processes utilising lagged input-
output variables (Chang et al., 2015). When an 
exogenous input is added to a NARX network, 
the network becomes easier to operate because 
the number of parameters that must be calibrated 
is reduced. The goal of this study is to forecast 
a future turbidity event by utilising turbidity 
and event flow data from the past. The flow is 
the experiment’s input while the turbidity is the 
experiment’s result.

The algorithm employs a single hidden 
layer of size ten, with input and feedback delays 
set to three. The performances are evaluated 
using MAE, NMSE and R. To assess the current 
case study’s performance, the output of NARX 
is compared to that of the FFN model. Figure 9 
illustrates the outcome of the exam. As can be 

Table 10: The performance for a different number of the hidden layer

3 4 5 6 7 8 9 10 11
RMSE 0.24 0.29 0.29 0.23 0.29 0.30 0.30 0.30 0.30
MSE 0.23 0.23 0.23 0.29 0.24 0.24 0.24 0.24 0.24

R 0.23 0.20 0.18 0.17 0.16 0.15 0.14 0.14 0.13
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seen, NARX provides significantly more insight 
than the FFN model. For FFN, the normalised 
mean square error (NMSE) of the trained data 
(prior events) is 0.559 while for NARX, the 
NMSE is 0.058. 

For the future (predicted) event, MAE was 
projected to be 0.04 for the FNN model and 
0.016 for the NARX model. For the NARX 
model, FFN has an R value of between 0.66 
and 0.97. The NARX network significantly 
outperforms the FFN network. The trained and 
projected models exhibit an excellent fit for the 
NARX-identified occurrences.

The performance of each model is compared 
in Table 11 using the comparison table. Table 
11 discusses ten distinct types of ANN models. 
Each model has a distinct approach to resolving 
the water quality issue. A specific model must 
use pre-processed data to improve the quality of 
the data entered. 

Based on research conducted by researchers 
that used a variety of methodologies to achieve 
the maximum level of accuracy possible when 
forecasting water quality, Table 11 demonstrates 
the usefulness of the ANN approach in predicting 
water quality. Numerous comparisons with 
alternative procedures have also been conducted 
to demonstrate that the technique used is 
superior. 

The study’s overall results, shown in Table 
11, indicate that the FFNN technique produces 
the lowest accuracy of water quality prediction 
predictions, at about 80%. This is to be expected 
given that FFNN is the simplest type of neural 

network, consisting of single-layer nodes that 
move in a single direction. As a result, critical 
information from surrounding areas is lost.

Furthermore, the RBFNN approach achieves 
a spatial accuracy of 86% and a temporal 
accuracy of 94.19%. Although the RBFNN 
technique is faster for training, it becomes slower 
for classification since each node in the hidden 
layer must analyse each RBFNN vector input 
(Alexandridis & Zapranis, 2013). This increases 
the effectiveness of MLPNN over RBFNN, as 
MLPNN operates globally, with the network 
output determined by all neurons (Sakaa et al., 
2020). Moreover, MLPNN is more capable of 
identifying fluctuations in data compared with 
RBFNN (Memarian & Balasundram, 2012). 

Additionally, WNN demonstrated 
somewhat higher accuracy when compared to 
FFNN. WNN’s accuracy percentage ranges 
between 84.9% and 89.4%. Indeed, WNN is 
a generalisation of RBFFN and, hence, may 
be used in place of FFNN (Alexandridis & 
Zapranis, 2013). Additionally, the PNN approach 
is based on RBFNN. Donya Dezfooli’s (2018) 
study revealed an optimistic rate of 94.57% on 
calibration and 90.7% on testing.

When compared with MLPNN approaches, 
PNN has the advantage of being faster, more 
accurate and less sensitive to outliers. 

In comparison, Takahiro Oga et al. (2019) 
used neural networks based on image processing. 
The results indicate a comparatively high rate 
of 92.1%. However, according to the study, it 
is limited to the image of water turbidity. As a 

Figure 9: Result of an FFN (a) and NARX network (b) analysis (Chang et al., 2015) 
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result, this approach might be deemed relatively 
ineffective and only suitable for usage in limited 
circumstances. Based on the results of the 
last ten trials, the best technique is the LSTM 
technique. 

LSTM investigations typically collect data 
for both the short and long term. According 
to Zhuhua Hu et al., the 2019 study offers an 
extremely positive percentage for both the short 
and long term. 

However, new techniques such as 
bidirectional LSTM (biLSTM) (Siami-Namini 
et al., 2019) and gated recurrent unit (GRU) 
are projected to be able to compete with LSTM 
techniques due to biLSTM’s higher accuracy 
and GRU’s simpler structure (S. Yang et al., 
2020).

Conclusion
Water is an incalculably valuable resource and a 
necessary component of human and ecological 
life. Each individual is responsible for ensuring 
the purity of their drinking water. Maintaining 
and protecting water quality presents various 
challenges, particularly as the ecosystem 
continues to grow and develop. 

Managing pollution levels via water quality 
predictions is one of the most effective ways 
to accelerate the discovery of problems. This 
is a substantial challenge because it involves 
a non-linear quantity that is subject to climate 
and environmental change. An Artificial Neural 
Network (ANN) is a computer system that 
emulates the way the brain analysis data to 
develop algorithms for modelling complex 
patterns and foreseeing challenges. Numerous 
ANN architectures have been built to date to 
address a range of difficult problems. 

Based on earlier research, it can be 
concluded that all ANN architectures can 
predict water quality, albeit to varying degrees 
of efficiency, performance and the time taken. 
The RNN-based LSTM model performs the 
best, with 96% to 98% measurement accuracy.
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